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Abstract

Dynamic behaviors are becoming prevalent in many tensor
applications. In machine learning, for example, the input ten-
sors are dynamically shaped or ragged, and data-dependent
control flow is widely used in many models. However, the
limited expressiveness of prior programming abstractions
for spatial dataflow accelerators forces the dynamic behav-
iors to be implemented statically or lacks the visibility for
performance-critical decisions. To address these challenges,
we present the Streaming Tensor Program (STeP), a new
streaming abstraction that enables dynamic tensor work-
loads to run efficiently on spatial dataflow accelerators. STeP
introduces flexible routing operators, an explicit memory hi-
erarchy, and symbolic shape semantics that expose dynamic
data rates and tensor dimensions. These capabilities unlock
new optimizations—dynamic tiling, dynamic parallelization,
and configuration time-multiplexing—that adapt to dynamic
behaviors while preserving dataflow efficiency. Using a cycle-
approximate simulator on representative LLM layers with
real-world traces, dynamic tiling reduces on-chip memory
requirement by 2.18x, dynamic parallelization improves la-
tency by 1.5x, and configuration time-multiplexing improves
compute utilization by 2.57x over implementations available
in prior abstractions.

Keywords: Streaming Abstraction, Dataflow Programming
Model, Spatial Dataflow Accelerator, Machine Learning

1 Introduction

Spatial dataflow accelerators (SDAs) [9, 15, 22-24, 36, 37] are
reconfigurable architectures with spatially distributed com-
pute and memory units. Due to their high performance and
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Spatial [14] X X X X
Revet [26] X X (limited) X
Streamlt [33] X X X
SAM [12] X X (limited) v (limited)
Ripple [8] X X

STeP
Table 1. Landscape of programming abstractions for SDAs

energy efficiency, SDAs have gained popularity as an alterna-
tive to general-purpose processors and GPUs across several
applications, mainly focusing on tensor applications [9, 15,
22, 23, 26]. Prior work on the compiler and the architecture
of SDAs demonstrates that several static tensor applications
can be effectively mapped to SDAs [9, 14, 24, 41].

However, the need to support dynamic tensor applica-
tions is rapidly growing. As an example, the input data has
dynamic or ragged shapes in machine learning (ML) appli-
cations due to varying batch sizes, image resolutions, and
prompt lengths [20, 21, 28, 38]. This makes efficient paral-
lelization and spatial mapping challenging. Moreover, dy-
namic control flow is also heavily used in applications with
the advent of dataflow applications that sparsely activate
parts of the computation graph [4, 18, 39].

Many such dynamic workloads can be characterized as
asynchronously running blocks communicating with each
other. This characteristic aligns well with the execution
model of SDAs, where compute and memory units run asyn-
chronously and communicate via hardware FIFOs. However,



unlike the ample software support for expressing static work-
loads on SDAs, current programming abstractions for SDAs
have limited support for accelerating dynamic workloads, as
shown in Table 1, leaving performance on the table.

Many prior SDAs use an imperative language [9, 14, 26, 41]
as the programming abstraction. While this approach is
general, it requires transforming the imperative code to a
dataflow representation to match the hardware’s execution
model. This makes it challenging to exploit the inherent
parallelism in the application, as imperative code enforces
a sequential order between instructions [41]. Furthermore,
imperative languages lack explicit primitives to express asyn-
chronous execution or queueing, which are crucial for op-
timizing dynamic workloads. The lack of explicit support
for asynchrony and queueing forces their implementation
with complex control and memory instructions, even though
they can be directly mapped to SDA hardware FIFOs with
minimal overhead [8].

On the other hand, dataflow abstractions, such as SAM [12]
Ripple [8], and StreamlIt [33], expose queues at the abstrac-
tion level and enable exploiting the inherent parallelism in
the application. However, none of them model an explicit
memory hierarchy, and many were designed for a specific
domain, limiting their ability to capture the broader range of
dynamic tensor workloads. SAM is limited to sparse tensor
algebra kernels, and Streamlt adopts a synchronous dataflow
model, making it challenging to express dynamic behav-
iors. Ripple adopts a design of asynchronous blocks that can
contain any imperative code. However, Ripple makes the
memory hierarchy implicit in the abstraction. This makes it
difficult to express and discover efficient implementations of
many widely used dynamic tensor applications, such as ML,
where the performance is dictated by the data movement
across the memory hierarchy. Furthermore, the opaque data
rate at the abstraction level requires lifting the imperative
code in each asynchronous block to analyze the program
using the data rates.

To address the limitations of prior SDA dataflow abstrac-
tions in expressing and optimizing dynamism, we propose
the Streaming Tensor Program (STeP), a new streaming ab-
straction for accelerating dynamic tensor applications on
SDAs. STeP expresses data as streams, where tiles and buffers
in the stream can have dynamic shapes. It consists of asyn-
chronous dataflow blocks that provide three key properties:
explicit memory hierarchy, symbolic data consumption and
production rate, and data-dependent control flow operators.

These properties give STeP unique capabilities that were
unavailable in prior abstractions for SDAs. First, it enables
capturing performance-critical metrics such as off-chip traf-
fic, on-chip memory requirement, and operational intensity
at the abstraction level. We show how STeP provides in-
sight into memory-intensive tensor applications and vali-
date the captured metrics with a cycle-accurate simulator
(Section 4). STeP also enables expressing optimizations such

as dynamic parallelization, configuration time-multiplexing,
and dynamic tiling (Section 5), which were not expressible
in prior abstractions for SDAs. We evaluate each optimiza-
tion on representative layers from open-source large lan-
guage models (LLMs) with real-world traces using a cycle-
approximate simulator. Our evaluations show a geometric
mean of 2.1X less on-chip memory requirement with dy-
namic tiling, 2.57X improved compute utilization with config-
uration time-multiplexing, and 1.5X speedup with dynamic
parallelization when compared to the implementations avail-
able in prior abstractions. Lastly, we discuss various ways
and trade-offs for supporting dynamic features of STeP on
SDAs (Section 6).
Overall, our contributions are:

e Anasynchronous dataflow abstraction for SDAs (STeP)
with full support for dynamism (Section 3).

e A symbolic system based on STeP’s shape semantics
to extract performance-critical metrics (Section 4).

e Optimizations that exploit the dynamic features and
explicit memory hierarchy of STeP (Section 5) and an
outline of how those abstract dynamic features would
be supported in SDA hardware (Section 6).

e A performance and resource utilization investigation
on the impact of dynamic optimizations enabled by
STeP on representative LLM applications (Section 5).

2 Background and Related Work

This section provides background on the application, hard-
ware, and related programming abstractions discussed in this
paper. First, we explain representative dynamic behaviors
in tensor applications, using ML workloads as an example.
We then explain the architecture and execution model of
SDAs. Lastly, we discuss the limitations in expressing effi-
cient implementations for dynamic tensor applications in
prior programming abstractions for SDAs.

2.1 Dynamism in ML

Although dynamism appears in many tensor applications, we
will use ML workloads to illustrate real-world examples of
dynamic behavior throughout this paper. Modern ML models
exhibit diverse forms of dynamism and represent one of the
most widely used tensor applications. ML workloads also
demand high-throughput hardware backends, making them
a primary driver for accelerators.

A prominent source of dynamism in recent ML workloads
is the heavy use of data-dependent control flow. Mixture-
of-Experts (MoE) is a model architecture where a subset of
parameters, called experts, is activated for each input ac-
tivation. With every top-ranked open-source model now
adopting the MoE architecture [3, 10, 16, 16, 29, 31, 32, 39]%,
efficiently handling the divergence introduced by such con-
trol flow has become increasingly important.

1According to https://Imarena.ai/leaderboard, accessed on August 12, 2025.
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Dynamic tensor shapes are also common in ML workloads,
which arise from external parameters specified at runtime,
such as the number of concurrent user requests, image resolu-
tion, and sequence length [28, 38]. The control flow described
above further amplifies this effect by making the input shape
to each expert determined only during execution.

In addition, efficiently parallelizing unevenly sized work-
loads has become essential. Most state-of-the-art ML mod-
els are autoregressive, generating each new output based
on the previously produced context. To avoid redundant
computation, activations from prior context are stored sep-
arately (referred to as KV caches in autoregressive models).
However, the length of this context can vary widely across
users [21, 42], leading to substantial imbalance in both mem-
ory footprint and the computation required per request.

2.2 Spatial Dataflow Accelerators

Spatial dataflow accelerators [9, 15, 24, 26, 36, 37] are pro-
grammable architectures with spatially distributed hardware
resources. A typical SDA consists of an array of reconfig-
urable compute units and memory units that communicate
via hardware FIFOs and a network-on-chip. Instead of ex-
ecuting a sequential instruction stream as in the von Neu-
mann model, SDAs represent programs as dataflow graphs,
where nodes denote operations and edges represent explicit
data dependencies. Therefore, imperative abstractions also
ultimately lower the code into a dataflow representation
to match the hardware’s execution model [14, 26, 41]. The
nodes in a dataflow program graph are mapped to distributed
compute and memory units, and the edges are mapped to
hardware FIFOs and network-on-chip. The storage in SDAs
is organized into multiple tiers, such as local PE storage, on-
chip memory units, and off-chip memory. Most SDAs rely on
the compiler or runtime to explicitly schedule when data is
loaded from one tier of storage to another and when results
are written back [11, 14].

2.3 Programming abstractions for SDAs

SDAs can be programmed with either an imperative [9, 14,
26] or a dataflow programming abstraction [8, 12, 33] as
listed in Table 1. While the imperative abstractions provide
high generality, they lack explicit support for asynchronous
execution and queues. The absence of these features in the
imperative abstractions incurs overhead when supporting
dynamic applications.

Spatial [14] is an imperative programming abstraction for
FPGAs and SDAs that uses nested loops and provides explicit
control over the memory hierarchy. However, control flow
can only occur in restricted places in the program, and all
memory constructs must be statically sized, making dynamic
behaviors hard to capture. Furthermore, transforming imper-
ative loops into dataflow graphs that can be mapped to the

hardware introduces complexity in the compiler [41], and
potentially results in suboptimal schedules.

Revet [26] extends Spatial with a dataflow thread abstrac-
tion and constructs for dynamic routing and merging, im-
proving support for irregular applications. However, the
dataflow thread abstraction forces the data passed to the dy-
namic constructs to be scalars. This severely limits available
parallelism, making it impractical to optimize many dynamic
applications that operate on large tensors.

Dataflow abstractions address these limitations with built-
in support for dataflow and queueing. However, prior work
either focuses only on a specific domain or lacks visibility
and control over performance-critical decisions in many
dynamic tensor applications.

Streamlt [33] is a synchronous dataflow abstraction used
to map stream applications. It is not an abstraction dedicated
to SDAs and can be used to target various streaming back-
ends. Each node in the program graph has fixed, compile-
time—known rates for consuming and producing data in
the stream. While this design enables several optimizations
based on known data rates, this limits its ability to capture
dynamic applications.

SAM [12] is the first asynchronous streaming tensor ab-
straction for SDAs. It introduces a clean dataflow model with
primitives that can express the full space of sparse tensor
algebra computations as streaming dataflow graphs. How-
ever, SAM is limited to sparse tensor operators, making it
well-suited for exploring sparse workloads but not for dense
dynamic tensor applications.

Ripple [8] is an asynchronous dataflow abstraction, where
asynchronous blocks of imperative code communicate via
queues. While Ripple can express general asynchronous exe-
cution and communication, this design makes the data rates
of each asynchronous block opaque, requiring the compiler
to deduce them from the imperative code. In addition, the
memory hierarchy is implicit in the abstraction. While this
is sufficient for graph analytics and sparse workloads with
inherently low reuse, dynamic tensor applications, such as
dense ML, exhibit high temporal and spatial reuse. In these
settings, having visibility and control over the data move-
ment across the memory hierarchy becomes essential for
performance.

3 Streaming Tensor Program

Streaming Tensor Program (STeP) is a streaming abstraction
for dynamic applications running on SDAs. In this section,
we describe the stream representation and operators of STeP.
We explain how STeP’s features enable efficient implementa-
tions that exploit dynamic parallelism and allow the analysis
of performance-critical properties of the program.
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Figure 1. A tensor represented as a rank-2 STeP stream. The
done token (D) denotes the end of the stream.

3.1 Stream-centric Design

As an asynchronous dataflow model, STeP uses streams
as the primary representation for data. Each stream has a
compile-time determined rank and data type.

Data Type. The data type of a stream can either be a tile,
a selector, a reference to on-chip memory, or a tuple of these
data types. A tile is a two-dimensional regular matrix. STeP
allows tiles to have dynamically defined shapes. Supporting
dynamically-sized tiles is crucial for maximizing data reuse
without excessive on-chip memory requirements when tiling
tensors with runtime-determined shapes. A selector is a
multi-hot vector, which can express various routing and
merging operators to support control flow (Section 3.2.3).
STeP also enables read-only reference (i.e. addresses) to on-
chip memory as the stream data type (Section 3.2.2). The
flexibility in data type enables lowering STeP to a broader
range of SDAs more easily. For example, when the stream
data type is restricted to only scalars, it cannot be directly
mapped to SDAs with tiled processing units like systolic
arrays without complicated lifting (e.g. auto-vectorization).

Stream Structure. STeP streams are logically equivalent
to zero or more tensors. We draw this connection because
higher-order tensors are the basic data structure of many
computational workloads. STeP streams embed the logical
structure of the corresponding tensor into the data stream
using stop tokens as shown in Figure 1. We use a similar
stop token design to that of SAM [12] because it fits well
with the asynchronous dataflow model and allows the size of
each dimension to be dynamic. The end of each dimension
of the corresponding tensor is annotated with a stop token
SN(N > 1), where N denotes the rank of that dimension (e.g.
N =1 denotes the end of a vector). At the end of multiple
dimensions, we only emit the highest-level stop token.

The logical correspondence between a tensor and an STeP
stream provides a foundation for defining shape semantics
for streams. These semantics enable analyses and optimiza-
tions, and also improve debuggability by exposing dataflow
block behaviors at the tensor level and ensuring operator
composability. Unlike the shape semantics of streams in syn-
chronous dataflow models [33], which are straightforward
due to the fixed data rates, the shape semantics in asynchro-
nous dataflow models require a more careful design.

Each STeP stream has a rank which is determined by
the dimensionality of the corresponding tensor(s) in the
stream. A rank-N stream with a data type T is a stream of
zero or more N-dimensional tensors of T and has a shape
[DN, - -+, D1, Do]. To build shape semantics while also ex-
pressing dynamic behaviors, we allow each D; to be either
a static-regular, a dynamic-regular, or a ragged dimension.
We express the shape of dynamic-regular and ragged di-
mensions with equations and symbols, such as B; and C; in
Figure 2. The ragged dimensions have an absorbing property
in the equations. If a dimension’s shape equation contains
the shape of a ragged dimension, that dimension will be
treated as a new ragged dimension.

3.2 STeP operators

In this section, we describe STeP operators and their shape
semantics. Each operator takes in input streams, operator-
specific arguments, and outputs streams.?

3.2.1 Off-chip Memory Operators. Off-chip memory op-
erators express the interface between on-chip and off-chip
memory. One of the unique design decisions of STeP com-
pared to other asynchronous dataflow models [8, 12] is mak-
ing the memory hierarchy explicit. Coupled with the shape
semantics, the off-chip memory operators enable capturing
metrics that provide performance insights, such as off-chip
memory traffic and operational intensity. Furthermore, they
expose performance-critical decisions to the user or compiler
at the abstraction level.

LinearOff ChipLoad loads the input tensor from off-chip
memory to on-chip memory in tiles. It supports affine
reads over the stored tensor based on the underlying shape,
stride, and output shape arguments. The operator has a ref-
erence stream that enables the viewed tensor to be dynam-
ically broadcast along the reference stream by triggering
an affine read over the tiled tensor on every element in the
reference stream. In Figure 2, the first LinearOffChipLoad
takes an input stream of shape [C;] and linearly reads the
underlying tensor of shape [4096, 14336], resulting in a
[Ci, 1, 224] shaped stream of [4096, 64] shape tiles.

LinearOff ChipStore linearly stores the input stream’s stat-
ically sized tiles to off-chip memory at the given address.

RandomOffChipLoad supports random-access reads into
tensors stored in off-chip memory. RandomOffChipLoad
takes the base address, tile shape, and the underlying tensor
shape as arguments. The operator has an input stream that
specifies the tile addresses, which are an offset from the
given base address.

RandomOffChipStore enables random-access stores to
off-chip memory. The operator takes the same arguments

2A supplementary syntax and shape semantics are provided in the appendix.



—————— = = —

| [C;, 16] Stream shape |

I [16,64] Tile shape [

I
|
! i Padding stream o* |
} Padding stream g . FlatViap }
| — LinearOffChipLoad L[C:, 1, 224] Flatten fn=FilterPadding |
Selector stream eshape underlying=(4k, 14k) " o rank_range=[0,1] A |
} S ying [4096, 34]224 [C; 16| 1. 4096] (B] SJel‘ector stream‘
\ - [B]»| chunk=16 [C}, 224] FlatM . \
| | Partition |—'°i 4-0.0 Reshape o atMap Reassemble | |
| rank=0 pa =0 rank=0 Map (C.. 2241 Map fn:RetlIe?treamlfy rank=0 |
} [C;, 16][I,4096][C]’ chunk=1 fn=Matmul [Ilé 64] fn=SiLU [C][16,4096] }
A (6,4096 ' / ! Accum nB2 |
L [1,409] Accum L> 7000 Expand |ic 2941, ~Map Map rank=1 Ca0o61 |
! rank=1 n=[224] | fn=Matmul fn=ElemMul - [1,4096]
| sum(B)=2*B frRetiloR [16,4096] > fn=Matmul I
| ' n=netloRow [C,, 224][4096, 64] 4 |
\ C;=(B;+15)//16 LinearOffChipLoad Flatten [C;, 224] |64, 4096] |
} underlying=(4k, 14k) " |rank_range=[0,1] L |
} _ | LinearOffChipLoad Flatten — }
| Expert i underlying=(14k, 4k) rank_range=[0,1] On-chip |

[ Off-chip Memory ]

Figure 2. Example STeP graph for an MoE layer in Mixtral8x7B. A token routes to 2 experts, and an expert computes
(SiLU (xWy) * (xWs))W,. A stream is described with its shape and the shape of tiles on it. Different colors represent different
kinds of STeP operators. Some operators have arguments omitted for simplicity. Expand with n=[224] is a syntax sugar for

static repeating.

as RandomOffChipLoad. The operator takes a write ad-
dress stream and a write data stream, and outputs a stream
specifying that the write has finished.

3.2.2 On-chip Memory Operators. Based on STeP’s de-
sign decision to make the memory hierarchy explicit, we
introduce on-chip memory operators that convert between
streams and on-chip memory. These operators are used to
express buffering (parts of) streams on-chip to avoid off-chip
memory accesses or recomputation. This expressiveness re-
veals a vast design space of implementations that trade off
on-chip memory requirements and off-chip traffic. Further-
more, the shape semantics of STeP enable capturing this
trade-off, providing insight into the vast design space it ex-
presses.

Bufferize reads in data from the input stream and stores
it in an on-chip memory in linear order. The operator
requires a bufferize rank argument. Once the operator fin-
ishes creating on-chip memory with the bufferize rank,
a reference is emitted to the output stream, and the op-
erator starts accumulating into a new on-chip memory.
Given a bufferize rank of b and an input stream shape of
[Dg, -+, Dp, -+, Do], the output stream shape is [Dy, - - - ,
Dy] and the allocated on-chip memory shape is [Dp_1, - - -
Dy]. STeP allows storing a dynamically-sized regular ten-
sor in on-chip memory. This enables maximizing data reuse
with minimal on-chip memory when the application intro-
duces dynamically sized tensors.

Streamify performs an affine read over the tensor stored
in on-chip memory based on the stride and the output

shape argument. The operator also takes in a repeat rank
to support dynamic broadcasting of the accessed tensor.
Assume a repeat rank of c(c>1). Let the reference stream
have shape [Dy,...,Do,D,_,,...,D;] and the data stream
have shape [D,, ..., Dy], where each element in the data
stream is a reference to an on-chip buffer produced by
Bufferize. For every element in the reference stream, an
affine read is issued repeatedly over the same buffer until
all of the inner ¢ dimensions of the reference stream are
consumed. As a result, the output stream has shape of
[Dg, -+, Do, D;_y,-++,Dg, D}/, -+, D{’], where the last
b dimensions (D;”_, —Dy') represent the shape of the viewed
tensor and the middle ¢ dimensions (D, _, — D;) are added
due to the broadcasting along the reference stream. STeP
supports reading data from on-chip memory with dynamic
shapes. In this case, we ignore the stride and output shape
arguments, and the operator does a linear read. Bufferize
and Streamify together provide full round-trip access to
statically- and dynamically-sized on-chip memory.

3.2.3 Dynamic routing and merging operators. To ef-
ficiently support data-dependent control flow and dynamic
parallelism, the routing and merging capabilities presented
in this section are crucial. Many prior SDA abstractions [14,
26, 33] either lack support for dynamic routing and merging
or only support it under specific restrictions that significantly
limit the available parallelism. Therefore, STeP introduces
dynamic routing and merging operators that can operate on
flexible data types.
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Figure 4. An example of a Reassemble operator. The multihot
vector is expressed as tuples. Unless the selector is a k-hot,
B 1s a ragged dimension as the selector is multihot.

Partition routes chunks of data from the input stream to
multiple output streams based on the data in the selec-
tor stream. The operator takes a partition rank argument,
which is the number of innermost dimensions (i.e., gran-
ularity) that are routed at a time to the selected output
stream on each selector. Outer-level dimensions of the
partition rank are flattened together as shown in Figure 3.

Reassemble takes a list of input streams and merges data
from each stream based on the selector stream, as shown
in Figure 4. The input streams must all have the same rank
b. On every element in the selector stream, the inner b di-
mensions from the chosen input streams are concatenated,
starting from the input stream that arrives first.

EagerMerge is similar to Reassemble but does not take in
a selector stream. The inner b dimensions from each input
stream are instead concatenated in the order they arrive.
The operator has two output streams: the data stream
and the selector stream, which denotes the index of the
input stream from which each chunk of the stream was
collected. Figure 10 shows its usage in dynamic paralleliza-
tion.

3.2.4 Higher-order Operators. These operators take a
function supported by the hardware as an argument. They
are primarily used to perform arithmetic computations on
the stream data or to pack or unpack between data types.

Map expresses element-wise functions (e.g., SiLU in Fig-
ure 2) and does not change the shape of the stream.

Accum reduces over multiple inner dimensions of a stream.
The operator takes the number of inner dimensions to re-
duce over, an initialization function, and the update func-
tion as arguments. The accumulator is initialized at the
beginning of every reduction and gets updated on every

element in the input stream with the update function. The
operator can also be used to express packing multiple ele-
ments in the stream into a single data type, as shown in
the Accum block with the RetileRow function in Figure 2.
This improves data reuse with more efficient tiling and
leveraging tiled compute units such as systolic arrays.

Scan is similar to Accum but emits the state of the accu-
mulator on every input element. Therefore, the input and
output streams have the same shape.

FlatMap expands each element in the stream to a stream
of rank b by applying the supplied function. The resulting
streams are concatenated into a single output stream. This
can also express unpacking a larger data type into a stream
of smaller data types, as shown in the FlatMap with the
RetileStreamify function in Figure 2.

3.2.5 Shape Operators. Shape operators do not change
the content of each element in the stream, but rather change
the logical structure (or shape) of the stream by manipulating
stop tokens.

Flatten takes the indices of two dimensions, which specify
the range of dimensions that will be flattened.

Reshape splits a dimension into statically sized chunks.
When splitting the inner-most dimension, the operator
takes in a padding value as an argument. The operator
has two output streams: the data stream and the padding
stream. The padding stream specifies whether each ele-
ment in the output data stream is padded.

Promote adds a new outermost dimension to the input
stream. Given the outermost dimension of the input stream
is D, the new outermost dimension can be expressed as
an equation (1 if (D, > 1) else 0) if D, is a dynamic
dimension and or 1 otherwise.

Expand expands the consecutive innermost dimensions
with shape 1 in the input data stream along the reference
stream. Given an input stream shape of [Dg - -+, 15 -+, 1¢]
and a reference stream shape of [Dg, - - -, Dp, - - -, Dy], the
output stream has the same shape as the reference stream.

Zip groups two streams with the same shape into a single
stream with a tuple data type. This enables higher-order
operators to take functions with multiple arguments.

4 Symbolic STeP Frontend and
Performance Model

In this section, we describe the symbolic frontend that im-
plements the STeP shape semantics discussed in Section 3.
We then present our performance model, which captures
the behavior of STeP graphs on SDAs, along with a cycle-
approximate simulator that implements it. We validate the
performance model against a cycle-accurate hardware de-
scription language (HDL) simulation.



4.1 Symbolic Frontend

We implement a symbolic frontend for STeP in Python. The
explicit memory hierarchy and shape semantics in STeP
enable capturing metrics such as the on-chip memory re-
quirements, off-chip traffic, and operational intensity of a
given STeP graph.

Off-chip Traffic. Every STeP operator implements a func-
tion that returns the symbolic expression for the off-chip
traffic in bytes made by that operator. For off-chip memory
operators (Section 3.2.1), this equation is:

(output stream cardinality) X (ouput stream data type size)

To simplify the logic for calculating the cardinality of the
output stream in our implementation, we restrict the output
stream of off-chip memory operators to contain a ragged
dimension only in the two outermost dimensions. In this
case, we introduce a new symbol representing the sum of
the ragged dimension, which is then multiplied by the size
of the inner dimensions. Other operators return zero as they
do not interact with off-chip memory.

We obtain the total off-chip traffic by summing up the re-
turned expressions for every operator in the program graph.
If we assume that no off-chip memory spilling will occur in
other STeP operators, this becomes the amount of off-chip
accesses made for the given program implementation, and
can be used to derive the operational intensity. If we assume
operators can spill to off-chip memory, this metric serves as
a lower bound for the off-chip traffic, and derives an upper
bound for operational intensity.

On-chip Memory Requirement. Every STeP operator
implements a function that returns the symbolic expression
for the on-chip memory required in bytes for the operator.
The equation for the on-chip memory requirement can be
programmed accordingly to reflect the assumptions in the
hardware or the requirements of the functions supplied to
higher-order operators (Section 3.2.4). In our simulator, we
use the following equations for each operator. We use dtype
for data type, ||X|| to denote the cardinality of a Buffer X,
and |x| to denote the size of a data type x. Other operators
return zero as they do not interact with on-chip memory.

Off-chip memory operators: |output diype| X 2
Bufferize: |input dtype| + ||buf fer|| X |input dtype| X 2
We multiply by 2, assuming double buffering. Since regular
dimensions are only allowed in the buffer shape, the buffer
cardinality is the product of the buffer shape’s dimensions.
Accum, Scan, Expand: |output dtype|
Map, Accum with matrix multiplication:
(16 x in_tile_col + |weight tile| + |output tile|)
The in_tile_col denotes the input tile’s innermost dimen-
sion size. The output tile size is only added if the operator
is Accum. We count the space to store parts of the input tile

and the whole weight tile since matrix multiplication re-
quires repeated access over dimensions in both operands.
The value 16 is used to reflect the hardware internally
splitting tiles described in the STeP level into smaller tiles
that can map to the hardware’s compute unit tiles.

The total on-chip memory requirement is obtained by sum-
ming up the returned expressions for every operator in the
program graph. For SDAs that statically allocate/deallocate
on-chip memory, this represents the amount of on-chip mem-
ory required to avoid additional off-chip traffic due to limited
capacity. For SDAs that dynamically allocate/deallocate on-
chip memory, this serves as an upper bound.

STeP’s symbolic expression of shapes and operators agnos-
tic to the concrete shape of the input data enables describing
the program once and substituting the symbols in the equa-
tions for off-chip traffic and on-chip memory requirement
with various input shapes or control flow decisions.

4.2 Performance Model for the Simulator

Since the symbolic STeP frontend has no timing information,
we implement a simulator backend for STeP in Rust using
the Dataflow Abstract Machine [40] simulation framework.

To model the data transfer between off-chip memory and
on-chip memory, the simulator implements an HBM node
that emulates the timing behavior of Ramulator 2.0 [17], a
cycle-accurate DRAM simulator. The latency of accessing
on-chip memory is factored into the higher-order operators
that execute arithmetic functions, using a roofline model.
Each higher-order operator is allocated a compute bandwidth
(FLOPs/cycle). On each input element in the stream, the
operators increment cycles based on the following equation:

size of inputs  total FLOPs
on-chip mem BW’ compute BW’ on-chip mem BW

size of outputs

The total FLOPs for a given set of inputs are computed
within the function supplied to the higher-order operators, as
this value depends on the specific computation the function
performs. The first and last entries in the equation are zero
when the input and output are streamed directly between
compute units without passing through an on-chip memory
unit.

For routing and merging operators with an input selector
stream (Section 3.2.3), data in the selector stream is first de-
queued. In the next cycle, data in the chosen input stream is
dequeued and enqueued to the output stream with a single
cycle latency. The selection stream is blocked until the rout-
ing for the current selection is finished. For the remaining
operators, we assume a single cycle latency.

4.3 Validation

We validate the simulator by comparing the performance
to a cycle-accurate HDL simulation. We also compare the
off-chip traffic captured in the symbolic STeP frontend with



the performance to validate the usefulness of the metrics

captured in the symbolic frontend.

Workload and Hardware Model We use a SwiGLU [27]

layer as the workload since it contains representative com-
putations in ML models such as matrix multiplication, ac-
tivation function, and row-wise reduction. The STeP graph
for the SwiGLU layer corresponds to a single expert in Fig-
ure 2. We choose a spatial architecture of compute units

that operate on 16 X 16 BFloat16 tiles, each having an initia-
tion interval of one. We pair compute tiles with distributed
on-chip memory units, each capable of reading and writing

one tile per cycle. Off-chip memory is modeled as an HBM2

subsystem with 8 stacks and is simulated in Ramulator2 [17].
To match the hardware configurations, we set the on-chip
memory bandwidth to 256 (bytes/cycle) and use the same

HBM configuration in the STeP simulator.

Validation Methodology To match the granularity of the

hardware tiles, we apply a graph transformation to the in-
put STeP graph. The input STeP graph’s data, described in
larger logical tiles corresponding to the off-chip/on-chip load
size, is hierarchically partitioned into smaller physical tiles
that match the fabric’s compute tile size. After the transfor-
mation, every node in the graph maps to a dedicated unit
in the HDL design, which we attach to a congestion-free
interconnect. The HDL model is implemented in Bluespec
SystemVerilog and executed in a cycle-accurate BlueSim sim-
ulator [2, 19], with off-chip access delays integrated using
Ramulator2 library calls. We sweep different tile sizes to
cover schedules with varying operational intensities. We
measure the total execution time from the first off-chip read
to the last off-chip write.

Results As shown in Figure 5, the STeP simulator cycle-
count closely matches that of the HDL simulator, with a
Pearson correlation of 0.99. As the application is memory-
bound in the given hardware configuration, decisions on
data transfer across the memory hierarchy significantly im-
pact performance, highlighting the importance of having
visibility and control over these decisions in the abstraction.
The high correspondence between the off-chip traffic cap-
tured in the symbolic STeP frontend and the HDL simulator’s
performance and incurred off-chip traffic suggests that the
metrics captured in STeP can provide valuable insights into
the performance of a given STeP graph.

5 Evaluation

In this section, we evaluate STeP’s ability to explore effi-
cient schedules for dynamic ML models by implementing op-
timizations that were not expressible in prior abstractions for
SDAs: dynamic tiling, configuration time-multiplexing, and
dynamic parallelization. We implement these newly enabled
optimizations on representative layers from dynamic ML

3An example transformation is shown in Figure 12 in the Appendix.

. X HDL Implementation - STeP Simulator
-10
g4 T T T T T T T T T T T T T 1
B3I XKy v sl —
5\ T XK
4 2 X X s S X w
7V 7N
a1 KX
Ool— 1 1+ 1 1 1 1 1 1 1 1 1 | >
L T 1 T T 1 T T T 1 T T 1 1 110 i
[ -1 8
I ARV S =
[ E\ W N —H6 =
| \< AV4 N N N 4 i Q
N K v W = &
- K¢ Sksd 2 <
/N 7N o -
| | | | | | | | | | | | | | o a':: =
o

O D AP S AP O DS
oo lor (> Vo 0 NV o oo (]
M I S e S K e S
SR R R S S o
NN NGNS e e

-

Tile Size
(Batch Dimension, Hidden Dimension, MoE Intermediate Dimension)

Figure 5. Cycle-count and memory traffic comparison of a
SwiGLU Layer with different tile sizes. The full sizes of the
batch dimension, hidden dimension, and MoE intermediate
dimension are 64, 256, and 512, respectively.

models and simulate them with real-world traces. The work-
loads expose a variety of dynamic behaviors, such as runtime-
determined tensor sizes, parallelizing unevenly sized work-
loads, and data-dependent control flow. We investigate the
performance and resource utilization of these optimizations
using different batch sizes, models, and user requests.

5.1 Methodology

Workload We use two representative layers as our work-
load: grouped query attention (GQA) [1] and MoE with
SwiGLU [27] experts. We choose these two layers because
the majority of recent models [3, 4, 6, 10, 13, 16, 16, 18, 29—
32, 34, 39] use them as their backbone and only vary param-
eters such as number of heads, hidden dimensions, number
of total experts, and selected experts per token.

In the evaluation, we configure the GQA to be the same
as Qwen3-30B-A3B [39] and use the FlashAttention imple-
mentation [5, 25]. The KV cache length for each batch is
sampled from the AzureLLMInference dataset [21]. We ana-
lyze 5,000 requests within a time window, forming batches
with varying prompt length distributions. We then measure
the standard deviation of prompt lengths in each batch and
conduct experiments using batches with average, highest,
and lowest variability.

For the MoE layer, we configure it to match Qwen3-30B-
A3B [39] and Mixtral8x7B [13] and use the expert routing
data collected by running these models using a real-world
request traces from HH-RLHF [7]. To select representative
cases, we measure the standard deviation of expert bin counts
across iterations and layers, and choose the one whose devi-
ation is closest to the overall average.

We write each design point using STeP’s Python frontend
described in Section 4.1. Although we present STeP as a



programming abstraction in this paper, it can also function as
an intermediate representation for compilers. The described
optimizations could be automated as compiler passes in the
future.

Simulator Setup We set the bandwidth of each on-chip
memory unit as 64 (bytes/cycles), which matches the config-
uration in existing reconfigurable dataflow accelerators [22,
24], which are a class of SDAs. The off-chip memory band-
width is set to 1024 (bytes/cycle), assuming a HBM con-
figuration of 32 channels. The HBM configuration is set
to match the memory system in the latest reconfigurable
dataflow accelerator [22]. The amount of compute bandwidth
(FLOPs/cycle) allocated is identical across parallel regions
and experts.

Baseline Design We chose Revet [26] as our baseline
since it has the most extensive support for control flow and
flexible parallelism among programming abstractions for
SDAs with explicit control over data transfers. We use STeP
to implement schedules expressible in Revet as a baseline for
each optimization. The parallelization and tiling strategies
for statically-sized dimensions are identical, and the allocated
compute bandwidth per node is identical across the baseline
and optimized implementations.

Evaluation Metrics We compare the newly enabled opti-
mizations against the baseline by simulating them using the
cycle-approximate simulator described in Section 4. Along
with performance, we also compare metrics such as off-chip
traffic and on-chip memory requirements using the symbolic
equation described in Section 4.1 for each metric in the STeP
operators.

5.2 Dynamic Tiling

Dynamic tiling is a scheduling strategy where the size of a
tile in a data stream is determined at runtime, rather than
fixed at compile time. In the context of mapping MoEs to
SDAs, it means grouping tokens routed to each expert into
tiles whose size adapts to the actual number of tokens per
expert in each batch. Unlike static tiling, which fixes tile sizes
in advance, dynamic tiling lets each tile exactly match the
active workload. This flexibility allows for high data reuse
with minimal memory overhead, whereas static tiling forces
a trade-off. Small tiles lead to frequent off-chip reloads, while
large tiles waste on-chip memory by padding unused space.
Furthermore, the optimal tile size varies depending on the
model and user prompts. Dynamic tiling enables maximizing
data reuse consistently under such dynamic changes.

STeP supports dynamic tiling for MoE workloads with
two key capabilities: (i) tiles in a stream may have sym-
bolic shapes determined at runtime, (ii) its dynamic rout-
ing and merging operators (Section 3.2.3) can operate on
tiled streams, and (iii) data movement across the memory
hierarchy is made explicit in the abstraction. Leveraging
these features, tokens routed to each expert are accumu-
lated into dynamically sized tiles using the Accum operator,

[ Tile=16 Tile=64 [ Dynamic
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Figure 6. Performance and memory requirements of tiling
strategies for gathering tokens per expert. (batch size = 64)

where each resulting tile stream feeds a STeP subgraph imple-
menting the expert’s computation. We obtain the dynamic
tiling STeP graph by replacing the first Reshape operator
in Figure 2 with a Promote. This design maintains SIMD
parallelism across the hidden dimension of tokens and maps
naturally onto tiled compute units (e.g. systolic arrays). It
also accommodates per-batch variations in token-to-expert
assignments without padding or static-shape constraints.
In contrast, MoE implementations in Revet rely on static
tiling, since enabling dynamic tiling would require process-
ing each token as a scalar operation, significantly limiting
performance by restricting the ability to exploit parallelism
across larger dimensions.

In Figure 6 and Figure 7, Revet corresponds to the design
points with static tile sizes. Under static tiling, choosing a
small tile size increases the off-chip traffic, as the expert
weight matrix has to be loaded several times if the expert has
many tokens routed to it. Maximizing weight reuse requires
the tile size to match the batch size, which increases on-chip
memory usage due to excessive padding. Due to this trade-
off, static tiling requires sweeping across tile sizes to find a
balanced design point. However, in environments where the
batch size varies, this approach is not applicable anymore,
since the optimal tile size shifts with the batch size. For
example, for Qwen3-30B-A3B in Figure 6, when the batch size
is 64, a tile size of 16 will achieve less than 25% overhead with
minimal on-chip memory usage. However, when the batch
size increases to 1024, the tile size must be at least 256 to have
less than 25% performance overhead. Dynamic tiling avoids
this trade-off by adapting tile sizes at runtime, achieving
higher performance with lower on-chip memory usage. In
summary, dynamic tiling shows a geometric mean of 1.45x
speedup and 2.18X% less on-chip memory requirement across
different models and batch sizes.

5.3 Configuration Time-multiplexing

Configuration time-multiplexing is an optimization that time-
multiplexes a configuration across different branches with
identical computation structure in applications with data-
dependent control flow. In the context of executing MoE
layers on SDAs, a configuration is time-multiplexed across
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Figure 7. Performance and memory requirements of tiling
strategies for gathering tokens per expert. (batch size = 1024)

experts dynamically by routing inputs and weights accord-
ingly. We observe that when running batched decoding on
large-expert models (128+ experts), several experts are not
selected within a batch. When experimenting with Qwen3-
30B-A3B with a batch size of 64, approximately half of the
experts receive no tokens in most of the layers and iterations.
Configuring a dedicated region for each expert results in
several compute resources remaining idle due to their sparse
activation.

STeP enables configuration time-multiplexing with two
key capabilities: (i) a dynamic merging operator (Eager-
Merge) that merges multiple streams and sends them to
the downstream pipelines as soon as they are available, and
(ii) the explicit data movement across the memory hierarchy.
For the MoE layer shown in Figure 2, configuration time-
multiplexing is realized by connecting the first Accum opera-
tors of multiple experts to an EagerMerge. Each EagerMerge
has its own configured subgraph for expert computation,
and the three LinearOffChipLoad is replaced by a Rando-
mOffChipLoad, which uses the Selector from EagerMerge to
fetch the appropriate tiled weight for the chosen expert.

Leveraging these features, fewer parallel expert regions
than the total number of experts can be configured, which
enables saving on-chip resources in MoE models with a large
number of experts. The flexibility of EagerMerge and stream
data type in STeP allows exploiting parallelism along the
hidden dimension and the batch dimension in each expert,
and the computation can be mapped to tiled compute units
without complicated lifting. On the contrary, Revet resorts
to the design with dedicated regions for each expert, as it
can only be hacked to support the behaviors of EagerMerge
by mapping the collected token stream for each expert to
a single scalar stream. This severely limits performance by
preventing the use of vectorized or tiled compute units.

To evaluate the resource-saving benefits of configuration
time-multiplexing, we conduct an ablation study by vary-
ing the number of experts sharing the same configured re-
gion. We first apply the optimization to the MoE layer in
Qwen3-30B-A3B using static tiling of tile size 32 for the
batch dimension of each expert, as this is the tile size that
balances the off-chip traffic and on-chip memory for static
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Figure 8. Resource usage and performance for the MoE
layer in Qwen3-30B-A3B with different degree of time-
multiplexing. (batch size = 64)

tiling in Qwen3-30B-A3B with batch size 64. As shown in Fig-
ure 8(a), the configuration time-multiplexing enables similar
performance while using less on-chip memory and compute
resources. This frees up the compute resource allocated for
idle experts to be used for other computation. However, the
compute utilization starts to drop as the number of parallel
regions becomes too small. As shown in Figure 8(b), this is
due to the decrease in off-chip memory bandwidth utiliza-
tion, which directly results in a slowdown in performance
as this application is memory-bound.

We also evaluate the effect of configuration time-multi-
plexing with different tiling strategies. For static tiling, the
optimization can improve the compute utilization by 2.64x
with less than 1% performance overhead (Figure 9(a)). Con-
figuration time-multiplexing can also be applied with dy-
namic tiling. When dynamically tiling the batch dimension
of experts according to the number of tokens routed to each
expert, it can further improve performance beyond what is
achievable with static tiling. As shown in Figure 9(b), config-
uration time-multiplexing improves the compute utilization
by 2.51x with less than 5% performance overhead for dy-
namic tiling.

5.4 Dynamic Parallelization

Dynamic parallelization is an optimization that can improve
performance by balancing the load across spatially parallel
regions when parallelizing a dimension with unevenly-sized
workloads. In ML workloads, unevenly-sized workloads ap-
pear in the attention [35] computation in Transformer layers
during decoding due to the variation in the KV cache length
of each request. Static parallelization may hurt performance
because unevenly sized workloads can leave some compute
resources idle. Dynamic parallelization dispatches workload
to idle parallel regions in a greedy manner. This keeps re-
sources busy by dispatching work as soon as downstream



m

S —— Compute Util. %
=20 P s
5 \ ycles oS
= V]
§ 10 e
:4_; < 1% <M\ E
> S
Y5864 32 16 8 4 12864 32 16 8 4 “q::J
(1) (2) (4) (8)(16)(32) (1) (2) (4) (8) (16)(32) o

Parallel Regions (Experts per Region)
(a) Static Tiling (b) Dynamic Tiling
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3.81x higher total FLOPs due to padding. The tile size used
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pipelines become available, thereby balancing the load across
parallel regions, even when workload sizes are non-uniform.

STeP enables dynamic parallelism through its dynamic
routing and merging operators (Section 3.2.3) that can oper-
ate on various stream data types. For GQA, STeP can imple-
ment dynamic parallelization as shown in Figure 10. Each
request is routed to parallel regions using Partition. The
selector stream for the Partition is constructed by merg-
ing a stream from FlatMap for the initial iteration’s round-
robin distribution and a stream from EagerMerge that signals
which parallel region is available. A Partition is added after
EagerMerge to filter out the signals from the last iteration.

As dynamic parallelization also requires the behavior of
EagerMerge, implementing dynamic parallelization in Revet
suffers from a similar problem as in configuration time-
multiplexing (Section 5.3). Therefore, the parallelized GQA
implementation in Revet would adopt one of the static par-
allelization strategies.

To evaluate how dynamic parallelization can improve per-
formance, we compare three different parallelization strate-
gies with varying batch sizes and KV cache length distribu-
tion. Within a head, the batch dimension is parallelized by
four. Coarse-grained static parallelization statically sets the
number of requests processed in each parallel region (in our
implementation, we use 16). Interleaving static paralleliza-
tion distributes requests in a round-robin manner.

As shown in Figure 11, interleaving static parallelization
performs better for smaller batch sizes (B=16) because the
coarse-grained static parallelization can only utilize a por-
tion of the allocated resource when receiving smaller batch
sizes. However, for larger batch sizes (B=64), coarse-grained
static parallelization performs better as it avoids workload
distribution being blocked by a single request with a long
KV cache. To avoid this blocking, the interleaving static par-
allelization requires large buffers in front of each parallel
region. However, it will still suffer from the load imbalance
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across parallel regions. We also simulate the case where a
batch with size 64 and 16 is pipelined as micro batches to
see the aggregate effect under different batch sizes. Dynamic
parallelization consistently outperforms static parallelization
across different batch sizes and KV cache length distribu-
tions by dispatching work to parallel regions as soon as they
become free. On average, it delivers a 1.5X geometric mean
speedup compared to the designs available in Revet.

6 Discussion on supporting dynamic STeP
features in SDAs

This section discusses possible approaches to support the
dynamic features in STeP on SDAs. Prior work on SDA ar-
chitecture design [9, 15, 26, 36, 41] demonstrates various
implementations of STeP’s dynamic features, providing a
way to realize the benefits of the optimizations that STeP
enables. We leave an optimal hardware SDA design for STeP
as future work.

6.1 Stop Tokens

Embedding stop tokens in data streams Prior SDAs [15,
26] demonstrate two different ways of implementing the
control-embedded streams. Revet [26] encodes the control
tokens using an out-of-band encoding that adds a few addi-
tional bits per on-chip vector to encode the stop token level.
The vectors are 512-bit (16 X 32-bit) large and four bits are
used to encode the stop token level, assuming the maximum
levels are less than 15. Onyx [15] uses a 16-bit data path
with an additional bit that encodes whether it is a stop token.
While Revet couples the stop tokens with the data, Onyx
separates data and stop tokens, where the 16-bit data path is
used to encode either data or a stop token level.
Architectural support for processing stop-tokens Pro-
cessing control-embedded streams can be done by either
re-purposing existing hardware units or designing a new ded-
icated state machine to process stop tokens. Revet is mapped
to the Aurochs SDA [36], which has compute and memory
units with counter chains that serve as programmable loop
controllers. Revet re-purposes the counter chains to inject
stop tokens into the stream. Onyx, on the other hand, is a
clean-slate design, which adds new dedicated state machines
to process both the data and stop tokens.

6.2 Dynamic Routing and Merging

STeP’s routing and merging operators describe control flow
divergence and convergence. SDAs usually implement these
by physically laying out all possible datapaths and data-
dependently activating the right ones at runtime. This can
be implemented either within the reconfigurable compute
units or directly in the reconfigurable interconnect fabric.
The SARA compiler [41] exemplifies the first approach for
branches in imperative code. The branch predicate is turned
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into a router that can selectively enqueue data into two dat-
apaths, which represent the true and false conditions. This
design isolates dynamic routing decisions within the com-
pute units. Alternatively, RipTide [9] embeds its router into
the network-on-chip interconnect. Its routing resources are
used for both static and dynamic routing decisions, reusing
resources and freeing up the compute units for other work.
An accelerator targetable by STeP could use either approach.

6.3 Dynamic memory and tiling

Runtime-determined tensor sizes To handle tensor sizes
that are unknown at compile time, the memory system must
allocate space at a fixed granularity independent of stream
length and maintain mappings between stream references
and their memory addresses. To support arbitrary sizes with-
out an upper bound, the memory system should also have
a spill mechanism to handle streams that exceed the local
memory capacity. If multiple streams are allocated and deal-
located concurrently, noncontiguous allocation is required
to avoid fragmentation.

Architectural support for dynamic tensor sizes One
possible approach is a hardware-managed mapping cache
(e.g. a linked list) that translates stream references to a se-
quence of noncontiguous physical addresses. With 512 KB of
local memory per unit [22], the mapping cache requires less
than 30 KB of metadata (~6% overhead), comparable to the
tag overhead in conventional caches. Spilling can be handled
by the hardware using a similar mechanism to Ripple [8],
where both data and the corresponding next pointer are au-
tomatically spilled. Since pointers are relatively small com-
pared to a tile, this overhead is minimal. Software-managed
scratchpads, as used in GPUs, can reduce hardware com-
plexity but risk fragmentation. Each approach trades off
flexibility, metadata overhead, and hardware complexity.

7 Conclusion

We introduced the Streaming Tensor Program, a stream-
ing abstraction designed for dynamic tensor applications
on spatial dataflow accelerators. STeP enables optimizations
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for dynamic workloads that were not expressible in prior
abstractions for spatial dataflow accelerators. The flexible
stream structure and shape semantics also enable capturing
performance-critical metrics at the abstraction level, open-
ing opportunities for further optimizations. As a dataflow
abstraction that treats dynamism as a first-class principle, we
envision STeP will allow exploring richer forms of dynamism
in both applications and hardware architectures.
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A Appendix
A.1 STeP Operator Syntax and Shape Semantics

This section contains the syntax and shape semantics of STeP
operators. We express stream types in the form of Strm<T, a>
where T is the data type of the stream and a is the rank of the
stream. We will use uppercase letters in the angle brackets
(<,>) to denote the data type of the stream and lowercase
letters for the stream rank.

We use different uppercase letters to express the available
data types for each operator.
R,R’: Any data type
A,B: Non-buffer type
S: Statically sized tile
SEL: Selector type
I: [1,1] tile of integer address data type.

For dynamic routing and merging operators (Table 5), the
subscript i in the input and output stream shape is used to
specify the shape of the i-th input or output stream. For
the Reshape operator, when splitting a dimension higher
than the innermost (scalar) dimension, it should be a static
dimension divisible by the chunk size. When splitting the
innermost (scalar) dimension, there is no restriction on the
dimension shape, and it will be accordingly padded.

A.2 Hierarchical Tiling

When mapping to the HDL simulator described in Section 4.3,
we apply hierarchical tiling to the tiles in each stream. The
larger logical tiles defined at the STeP level are partitioned
into smaller physical tiles that match the fabric’s compute
tile size. Figure 12 shows an example graph transformation
for hierarchical tiling. As shown in the graph, STeP oper-
ators and the shape semantics can also be used to express
hierarchical tiling.

[4, 1, 16] [4, 2, 16]
[16,16] [16,16]
N2 ¥
‘ Bufferize ‘ Bufferize

[4] [4] rani{zl rani<:2

[16,256]  [32,256] Repeat Repeat

p ¥ count=2 count=1
Map

fn=A x BT

becdmes [ Stre:mify } [ Stre:mify }

[4] [4,1,2,16] " Map ¥4, 1,2, 16]
[16,32] [16,16] [16,16]

Accum

rank=1
fn =ElemAdd

[4, 1, 2]
[16, 16]

Figure 12. Conversion of STeP A x B! map node of large
tile size to smaller tile size.


https://doi.org/10.1109/ISCA52012.2021.00085

Operator Signature In Stream Shape Out Stream Shape

LinearOffChipLoad<S,R,a,b> (ref: Strm<R,b>, base_addr: int, [Dp, -+, Do] [Dp, -+, Dy,
tiled_in_shape: [int], D! _.,--+.,Dg]
stride: [int], tiled_out_shape: [int]) (a=|tiled_in_shape|)
— Strm<S, a+b>

LinearOffChipStore<S,a> (in: Strm<S,a>, base_addr: int) [Dg—1,+ -+, Do]

RandomOffChipLoad<I,S,a,b> (raddr: Strm<I,a>, base_addr: int, [Dg,- -+, Dol [Dg, -+, Dol
tiled_in_shape: [int]) — Stream<s,a>

RandomOffChipStore<I,S,a,b> (waddr: Strm<I,b>, wdata: Strm<S,b>, [Dg,- -+, D] (waddr) [Dg,---,Dg]

base_addr: int, tiled_in_shape: [int]) [D,’),~~-,D(’)] (wdata)
— Stream<bool, a>

Table 2. STeP off-chip memory operators. The square brackets in the operator signature express a list type.

Operator Signature In Stream Shape Out Stream Shape
Bufferize<S,a,b> (in: Strm<S,a>) — Strm<Buffer<S,b>,a-b> [Dg,- -+, Dy, [Dg, -+, Dp]
Dp_1,- -, Dol (buffer: [Dp_1,- -, Dol)
Streamify<S,R,a,b,c> (in: Strm<Buffer<S,a>,b>, ref: Strm<R,b+c>, [Dy,---,Do] (data) [Dy,---,Do,D;_,,---,Dy,
stride: [int], out_shape: [int]) [Dp, -+, Dy, Dl,t/)utfshapel—l"u Dy’
— Strm<S, |out_shape|+b+c> D!_,,--+,Dg] (ref)

Table 3. STeP on-chip memory operators. For Streamify, if the buffer is dynamically-sized, |out_shape]| is replaced with a.

Operator Signature In Stream Shape  Out Stream Shape
Map<A,B,a> (in: Strm<A,a>, fn: Fn(A)— B) — Strm<B,a> [Dg, -+, Do] [Dg,- -+, Do)
Accum<A,R,a,b> (in: Strm<A,a>, update_fn: Fn(A,R)—R, [Dg, -+, Dp, [Dg,- -+, Dpl
init_fn: Fn()—R) — Strm<R,a-b> Dy_1,-++, Do)
Scan<A,B,a,b> (in: Strm<A,a>, update_fn: Fn(A,B) — B, [Dg, -+, Dp, [Dg, -+, Dp,
init_fn: Fn() — B) — Strm<B,a> Dp_1,-++,Do] Dp_1,-++, D]

FlatMap<A,B,a,b> (in: Strm<A,a>, fn: Fn(A)—>Strm<B,b>) — Strm<B,a+b> [D,,---, Dy, Dy] [Da,-~,D1,D;,-~~,D6]
Table 4. STeP higher-order operators.

Operator Signature In Stream Shape Out Stream Shape
Partition<R,SEL,a,b> (in: Strm<R,a>, sel: Strm<SEL,b>, [Da, -+ ,Do] (in) [D! ,.D! , .-~ ,Dgl;
num_consumers: int) — [Strm<R,a-b>] [D,---,D._p] (sel)
Reassemble<R,SEL,a,b> (in: [Strm<R,a>], [D;,---,Dgl (sel) [D;,- -, Dy,
sel: Strm<SEL,b>) — Strm<R,a+b+1> [D.,D! ,,---,Dil; (in) D3, Dy_y,-+-, Do)
EagerMerge<R,SEL,a> (in: [Strm<R,a>]) [D;.D: .-+, Dyl [>iD.Dyoy,- -+, Do) (data)
— Strm<R,a>, Strm<SEL,0> [>:D.] (sel)

Table 5. STeP routing and merging operators.

Operator Signature In Stream Shape Out Stream Shape
Flatten<R,a,min,max> (in: Strm<R,a>) — Strm<R,a-(max-min)> [Dg, -, Dmaxs*"" » [Dg, -+, Dnews -+ » Dol
Dmina N DO] (DHEW = H:Z‘rlrme')
Reshape<R,a,b> (in: Strm<R,a>, chunk_size: int, [Dg, -+, Dp, [Dg---, l(DbT#J .S,
pad: Option<R>) Dy_y -+, Do] Dy_y+++,Do] (data, padding)
— Strm<R,a+1>, Strm<bool,a+1> (S = chunk_size)
Promote<R,a> (in: Strm<R,a>) — Strm<R,a+1> [Dg, -+, Do] [Dg41, D, - -+, Do
(Das1 = (1if (Dg > 0) else 0))
Expand<R’ ,R,a> (in: Strm<R’,a>, ref: Str<R,a>, b: int) [Da, -+, 1p, -+, 10] (data) [Da>-*»Dp, -+, Dol
b: int) — Strm<R’,a> [Da,-++, Dy -+, Do (ref
Zip<R,R’,a> (in1: Strm<R,a>, in2: Str<R’,a>)—Strm<(R,R’),a> [Dg,---,Do] (in1,in2) [Dg,- -+, Do]

Table 6. STeP shape operators.
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A.3 Configuration Time-multiplexing

To apply the configuration time-multiplexing optimization,
the EagerMerge operator will send the tokens collected for
each expert to the consumer as soon as they arrive. The
graph conversion to apply this optimization can be found in
Figure 13. The Expert node in the graph can be seen as a STeP
subgraph for expert computation. The LinearOffChipLoads
used in the expert subgraph to load expert weights will be
replaced with a RandomOffChipLoad which uses the selector
from EagerMerge as the expert weights to load are deter-
mined in runtime.
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Reshape | Accum

:l:: Eager

Partiton Merge @eﬂ
Reshape | Accum

(a) With configuration time-multiplexing

Reshape | Accum i—v Expert
Partiton
Reshape | Accum i—* Expert

(b) Without configuration time-multiplexing

Figure 13. STeP graph with (a) and without (b) configuration
time-multiplexing.
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